
Science, vol 317.


[23] S. van Bakel. *Intersection Type Disciplines in Lambda Calculus and Applicative Term

[24] Mithell Wand, Patrick O’Keefe, and Jens Palsberg. Strong normalization with non-
1995.


union types and existential types as well as intersection types; a similar observation is in [12] where, rather than interpreting types as sets of terms in SN, types are interpreted as sets of values (with respect to a specified evaluation relation) of terms in SN. In [12] it is shown how this approach yields clean normalization proofs for many powerful extensions of system F₂, including several extensions with subtyping. Important examples are system F-bounded and Ghelli’s system F≤; system F≤ was first shown to be strongly normalizing in Ghelli’s thesis [5], which uses saturated sets. Termination of system F-bounded is also proven in [6] using similar methods. Recent generalizations of techniques for proving strong normalization can be found in [8], [16], [3].

Comparing the typing power of the non-structural subtyping system to other systems, it is noted in [24] that system F₂ and the system λ(→, ⊥, T, B) are incomparable with respect to typing power, since they both type some terms that have no type in the other system; this is observed to hold also for F₂ in comparison with Thatte’s partial typing. The system λ(→, ⊥, T, B) is strictly more powerful than partial typing [24]. It is also worth noting that a bottom type (a subtype of every type) is not definable in system F≤, since, as is shown in [5], there are types with no common lower bound in system F≤. Palsberg [18] shows that every lambda term in normal form has a partial type in Thatte’s system.

Type inference algorithms for partial types and non-structural subtyping can be found in [9], [17].
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The last part of our proof is to extend the proof of Proposition 2.4 with one new case of the induction, covering the subtyping rule via Lemma 3.2.

**Proposition 3.3 (Soundness of non-structural subtyping)**

\[ \Gamma \vdash M : \sigma \Rightarrow \Gamma \models M : \sigma \]

**Proof:** The proof is by induction on the derivation of \( \Gamma \vdash M : \sigma \). We consider only the new case where we use the subtyping rule

\[ \frac{\Gamma \vdash M : \sigma \quad \sigma \leq \tau}{\Gamma \vdash M : \tau} \]

By induction hypothesis we have

\[ \Gamma \models M : \sigma \]

Now suppose that \( \rho \models \Gamma \). We must show that \( \rho \models M : \tau \). But, since \( \Gamma \models M : \sigma \), we have \( \rho \models M : \sigma \), i.e., \( \llbracket M \rrbracket \rho \in \llbracket \sigma \rrbracket \). By Lemma 3.2 we have \( \llbracket \sigma \rrbracket \subseteq \llbracket \tau \rrbracket \), hence \( \llbracket M \rrbracket \rho \in \llbracket \tau \rrbracket \), which shows that \( \rho \models M : \tau \), as desired.

Finally, we note that the extended version of Theorem 2.5 goes through as usual, using Proposition 3.3 in the standard way. This completes the proof of strong normalization for non-structural subtyping.

## 4 Other systems

It is not difficult to see that appropriate analogues of Lemma 3.2 will hold for many other subtyping systems than the one considered here. So long as the ordering on types respects the set-theoretic interpretation in saturated subsets of \( \mathbb{S} \mathbb{N} \), the method appears to be robust. One example is the system of *intersection types* (the variant called \( \lambda \cap \vec{\tau} \) in [2]) which, remarkably, can be shown to type exactly the set of strongly normalizing lambda terms, see [2], [22], [23]. For this system we may interpret intersection type expressions \( \tau \cap \sigma \) by \( \llbracket \tau \cap \sigma \rrbracket = \llbracket \tau \rrbracket \cap \llbracket \sigma \rrbracket \) and still have appropriate extensions of Lemma 2.3 and Lemma 3.2 going through. Strong normalization for this system can also be proved by reduction to strong normalization for the simply typed lambda calculus extended with pairing and projection, as shown in [11]. This method is much like a coercion interpretation. However, it appears that the method of saturated sets provides a single framework within which a very considerable number of strongly normalizing systems can be proven to be so, and in many cases the normalization result for an extension of a system for which the method has already provided a normalization proof will be obvious from the very structure of that proof.

More generally, it is immediate from Definition 2.2 that \( \mathbb{S} \mathbb{A} \mathbb{T} \) is closed under arbitrary unions of elements of \( \mathbb{S} \mathbb{A} \mathbb{T} \), hence \( \mathbb{S} \mathbb{A} \mathbb{T} \) is a complete lattice under set inclusion. This makes it an easy matter to extend the proof method to deal with subtyping systems with
PROOF   The proof is by induction on the proof of $\sigma \leq \tau$.

1. Case
   \[ \sigma \equiv \bot \leq \tau \]
   Then $[[\sigma]] = \bigcap_{S \in SAT} S \subseteq [\tau]$, since $[[\tau]] \in SAT$, for arbitrary $\tau$.

2. Case
   \[ \sigma \equiv b \leq b' \equiv \tau' \]
   Here $[b] = [b'] = SN$, and the inclusion holds.

3. Case
   \[ \sigma \leq \tau \equiv T \]
   Here $[[\sigma]] \subseteq [[\tau]] = SN$ holds, because every saturated set is included in $SN$ and $[[\sigma]]$ is saturated, for arbitrary $\sigma$.

4. Case
   \[ \tau_1 \leq \sigma_1, \sigma_2 \leq \tau_2 \]
   \[ \sigma \equiv \sigma_1 \rightarrow \sigma_2 \leq \tau_1 \leq \tau_2 \equiv \tau \]
   Recall that
   \[ [[\sigma]] = [[\sigma_1 \rightarrow \sigma_2]] = [[\sigma_1]] \rightarrow [[\sigma_2]] \]
   and that
   \[ [[\tau]] = [[\tau_1 \rightarrow \tau_2]] = [[\tau_1]] \rightarrow [[\tau_2]] \]
   In other words, we must show that
   \[ [[\sigma_1]] \rightarrow [[\sigma_2]] \subseteq [[\tau_1]] \rightarrow [[\tau_2]] \]
   So assume, for arbitrary term $N$, that $N \in [[\sigma_1]] \rightarrow [[\sigma_2]]$. By the definition of $A \rightarrow B$, this means that
   \[ \forall P \in [[\sigma_1]]. \, NP \in [[\sigma_2]] \]  \hfill (1)
   Suppose now, for arbitrary $Q$, that
   \[ Q \in [[\tau_1]] \]  \hfill (2)
   Then, since the induction hypothesis entails that $[[\tau_1]] \subseteq [[\sigma_1]]$, it follows from (2) that we have $Q \in [[\sigma_1]]$. But then, by (1), we get $NQ \in [[\sigma_2]]$, and since (induction hypothesis again) we have $[[\sigma_2]] \subseteq [[\tau_2]]$, it follows that $NQ \in [[\tau_2]]$. We have shown
   \[ \forall Q \in [[\tau_1]]. \, NQ \in [[\tau_2]] \]
   in other words, $N \in [[\tau_1]] \rightarrow [[\tau_2]]$. In total, we have shown that $N \in [[\sigma_1]] \rightarrow [[\sigma_2]]$ implies $N \in [[\tau_1]] \rightarrow [[\tau_2]]$, proving the desired inclusion. This case completes the induction.
We recall that the proof is by induction on the derivation of $\Gamma \vdash M : \sigma$, using that $[\sigma]$ is saturated (Lemma 2.3 (4).)

**Theorem 2.5** *(Strong normalization for simply typed lambda calculus)*

*If $\Gamma \vdash M : \sigma$, then $M$ is strongly normalizing*

We recall that the proof is by Proposition 2.4, using the identity valuation $\rho_0$ with $\rho_0(x) = x$ and using that $[\sigma] \subseteq SN$ for every $\sigma \in Type$ (this inclusion follows because $[\sigma]$ is saturated and every saturated set is, by definition, included in $SN$.)

### 3 The proof

We now indicate how a proof of strong normalization for $\lambda(\to, \bot, \top, B)$ can be obtained by a simple twist of the proof method of saturated sets. In this section, $\tau, \sigma$ range over the types of $\lambda(\to, \bot, \top, B)$, and the relation $\Gamma \vdash M : \tau$ is the typing relation of that system also.

The first step in the proof for non-structural subtyping is to extend the interpretation of types. This is done in the following definition.

**Definition 3.1** *(Extended interpretation of types)*

For every type $\sigma$ of $\lambda(\to, \bot, \top, B)$ a set $[\sigma]$ is defined by

- $[\alpha] = SN$
- $[b] = SN$
- $[\top] = SN$
- $[\bot] = \bigcap_{S \in SAT} S$
- $[\sigma \to \tau] = [\sigma] \to [\tau]$

We remark that the extension of the standard interpretation is rather natural. Type constants are treated as type variables, $\top$ is interpreted as the top element (under set inclusion) of $SAT$, and $\bot$ is interpreted as the bottom element of $SAT$. Note that this interpretation of $\bot$ agrees with the standard interpretation of the second order polymorphic type $\forall a.a$, which is the canonical bottom ("absurd", non-inhabited) type of that system; see [2], [7]. Note also that one has $\bigcap_{S \in SAT} S \neq \emptyset$ by condition (a) of Definition 2.2.

It is clear that Lemma 2.3 still goes through (only the fourth property needs to be extended, and it obviously follows by the same proof, since the first three properties of Lemma 2.3 are still true.)

The second extension we need to add to the standard proof is the following lemma, which shows that the non-structural subtype ordering is sound with respect to the interpretation of types, and this is really the single key property needed for the extension.

**Lemma 3.2** *(Soundness of non-structural subtype ordering)*

*If $\sigma \leq \tau$, then $[\sigma] \subseteq [\tau]$*
1. A subset $X \subseteq SN$ is called saturated if
   (a) $\forall n \geq 0. \forall R_1 \ldots R_n \in SN. (x\tilde{R}) \in X$, where $x$ is any term variable,
   (b) $\forall n \geq 0. \forall R_1 \ldots R_n \in SN. \forall Q \in SN.$

   \[ P\{x := Q\} \tilde{R} \in X \Rightarrow (\lambda x.P)Q \tilde{R} \in X \]

2. $SAT = \{X \subseteq A \mid X$ is saturated$\}$

\[ \square \]

**Lemma 2.3** (Types are saturated sets)

1. $SN \in SAT$
2. $A, B \in SAT \Rightarrow A \rightarrow B \in SAT$
3. Let $\{A_i\}_{i \in I}$ be a collection of members of $SAT$, then $\bigcap_{i \in I} A_i \in SAT$
4. For all $\sigma \in Type$ one has $[[\sigma]] \in SAT$

We note that the proof of the last claim of the previous lemma is by induction on the structure of $\sigma \in Type$, using the other claims of the lemma in that induction proof. In the case of the simply typed lambda calculus, only the first two claims stated in Lemma 2.3 are needed for establishing the last claim. The third claim is used, in the standard method, in the proof of strong normalization for the second order polymorphic lambda calculus, see [2] and [7]. We shall use all three of them in our proof of strong normalization for non-structural subtyping to be given in the next section.

The core of the strong normalization proof consists in showing that the typing rules are sound with respect to the interpretation of types as subsets of $SN$. The argument has the flavour of a term model construction; specifically, it can be viewed as a soundness argument with respect to a type inference model in the sense of [13], where soundness concerns derivable typing judgements rather than an equational theory.

To state the soundness property we need a few more definitions. A valuation in $\Lambda$ is a map $\rho : V \rightarrow \Lambda$ where $V$ is the set of term variables. If $\rho$ is a valuation in $\Lambda$ we define

\[ [M]_\rho = M\{x_1 := \rho(x_1), \ldots, x_n := \rho(x_n)\} \]

where $x_1, \ldots, x_n$ are the free variables in $M$. We say that $\rho$ satisfies $M : \sigma$, notation $\rho \models M : \sigma$, if $[M]_\rho \in [[\sigma]]$. If $\Gamma$ is a set of type assumptions, then $\rho$ satisfies $\Gamma$, notation $\rho \models \Gamma$, if $\rho \models x : \sigma$ for all $x : \sigma \in \Gamma$. A set of type assumptions $\Gamma$ satisfies $M : \sigma$, notation $\Gamma \models M : \sigma$, if

\[ \forall \rho. (\rho \models \Gamma \Rightarrow \rho \models M : \sigma) \]

Then one has

**Proposition 2.4** (Soundness for simply typed lambda calculus)

\[ \Gamma \vdash M : \sigma \Rightarrow \Gamma \models M : \sigma \]
2 The background

In this section we review the necessary background on the method of saturated sets for proving strong normalization for the simply typed lambda calculus and the second order polymorphic lambda calculus, see [2], [7], [10], [4] for recent expositions. The next section will then extend the method to deal with non-structural subtyping. The method appears to have been developed from the method of *computability* as found in early work by Tait [19] (for the simply typed lambda calculus) and extended by Girard (method of *candidats de reducibilité* for the second order polymorphic lambda calculus), see [4] and [7] for excellent expositions with further references to earlier contributions. The specific method of saturated sets as used in the present paper is taken from the exposition in [2]; it is similar to methods employed by Tait [20] and by Mitchell [15].

We follow closely the presentation of the method as given in [2], and for ease of reference we give all necessary definitions and lemmas (though not explicit proofs, for which the reader is referred to [2].)

In this section the set $\text{Type}$ means the set of type expressions of the simply typed lambda calculus, and $\tau, \sigma$ range over such types. Also, the typing relation $\Gamma \vdash M : \tau$ means the relation of the simply typed lambda calculus in this section.

The method, to recall, can be viewed as an ingenious strengthening of the induction hypothesis that all well typed terms are strongly normalizing. As is easily verified, the simple claim of strong normalization does not work as induction hypothesis, and the strengthening revolves around the fact that the set $SN$ of all strongly normalizing terms enjoys a simple (yet subtle) closure condition. The notion of *saturation* captures this closure condition technically.

The first step of the proof method is to define an interpretation of types as subsets of the set $SN$ of strongly normalizing lambda terms.

**Definition 2.1 (Interpretation of types)**

1. $SN = \{M \in \Lambda \mid M \text{ is strongly normalizing}\}$
2. Let $A, B \subseteq \Lambda$, then define $A \rightarrow B \subseteq \Lambda$ by
   \[
   A \rightarrow B = \{M \in \Lambda \mid \forall N \in A. MN \in B\}
   \]
3. For every $\sigma \in \text{Type}$ a set of lambda terms $[\sigma]$ is defined by
   \[
   \begin{align*}
   [a] &= SN \\
   [\sigma \rightarrow \tau] &= [\sigma] \rightarrow [\tau]
   \end{align*}
   \]

We can now define the notion of saturation.

**Definition 2.2 (Saturated sets)**
the subtype ordering. We let $\tau, \sigma$ range over types, $b$ ranges over $B$ and $a$ ranges over a denumerable set of type variables. The type language is then given by

$$\tau ::= a \mid b \mid T \mid \bot \mid \tau \to \tau'$$

The subtype ordering $\preceq$ is extended from the ordering $\subseteq$ on base types together with axioms for $T, \bot$ to function types $\sigma \to \tau$ by the usual contravariant/covariant rule, as given below. The subtype relation is the least relation closed under the following rules

$$\bot \preceq \tau \quad \tau \preceq T$$

$$b \subseteq b' \quad \tau_1 \leq \sigma_1 \quad \tau_2 \leq \sigma_2 \quad \sigma_1 \to \sigma_2 \leq \tau_1 \to \tau_2$$

This definition gives rise to the ability to compare types that are differently structured, such as $\bot \preceq \tau \to \sigma$, hence the name non-structural subtyping. For comments on the motivation for such systems we refer the reader to [21] and [24]; see [14] for an introduction to structural subtyping systems based on the simply typed lambda calculus. The set $\Lambda$ of lambda terms, ranged over by $M, N, P, Q$, is given by

$$M ::= x \mid c \mid \lambda x.M \mid MM'$$

where $x$ ranges over a denumerable set of term variables, and $c$ ranges over a set $C$ of base constants, such as, e.g., arithmetic operations; we assume the constants to be typed, by a function $\text{TypeOf}$ such that $\text{TypeOf}(c) = \tau$ if and only if $\tau$ is the type of $c$. See [1] for a comprehensive survey of the lambda calculus. Below we give the typing rules for the simply typed lambda calculus extended with non-structural subtyping; for more details about typed lambda calculi we refer to [2].

$$\begin{align*}
\text{[VAR]} & \quad \Gamma, x : \tau \vdash x : \tau \\
\text{[CNST]} & \quad \Gamma \vdash c : \text{TypeOf}(c) \\
\text{[ABS]} & \quad \Gamma, x : \tau \vdash M : \sigma \\
& \quad \Gamma \vdash \lambda x.M : \tau \to \sigma \\
\text{[APP]} & \quad \Gamma \vdash \tau \leq \sigma \\
& \quad \Gamma \vdash M : \tau \\
& \quad \Gamma \vdash \tau \leq \sigma \\
& \quad \Gamma \vdash M : \sigma
\end{align*}$$

We call this system $\lambda(\to, \bot, T, B)$. The simply typed lambda calculus is given by the rules [VAR], [ABS] and [APP], and its type language is obtained by removing all types containing type constants $b$ and the constants $T, \bot$. Thatte’s original system of partial typing [21] is obtained by removing the type $\bot$ and its subtyping axiom from $\lambda(\to, \bot, T, B)$.

The aim is to show that every well typed term of the system $\lambda(\to, \bot, T, B)$ is strongly normalizing with respect to $\beta$-reduction, i.e., there exists no infinite $\beta$-reduction sequence starting from a well typed term of $\lambda(\to, \bot, T, B)$. See [1] for more details on reduction and normalization.
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Abstract

We show that the standard method of saturated sets for proving strong normalization of \( \beta \)-reduction in the simply typed and second order polymorphic lambda calculus incorporates non-structural subtyping systems in a natural way. This shows that strong normalization for non-structural subtyping proved by Wand, O’Keefe and Palsberg [24] via coercion interpretations can be obtained in a straight-forward extension of the standard method. The proof presented here is compared to other proofs of strong normalization for subtyping systems.
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1 Introduction

The purpose of the following notice is to make it clear that the standard proof method of saturated sets [2], [7], [4], [10] for strong normalization of \( \beta \)-reduction in the simply typed and the second order polymorphic lambda calculus (system \( \mathcal{F}_2 \)) has the ability to deal directly with non-structural subtyping systems in a quite natural way. In [24] Wand, O’Keefe and Palsberg prove that strong normalization holds for the simply typed lambda calculus extended with a form of non-structural subtyping in the style of Thatte’s partial typing [21]. Their proof is by reduction to strong normalization of the simply typed lambda calculus, using a coercion interpretation. In this notice we show that no new methods are necessary in order to deal with non-structural subtyping, and we indicate that the standard method is very robust with respect to many other subtyping systems.

We consider the simply typed lambda calculus [2] extended with a subtyping rule. We assume a given partially ordered set \((B, \sqsubseteq)\) of base types. In addition, we assume a top type \( \top \) and a bottom type \( \bot \); this is a distinctive feature of non-structural subtyping. The top type will be larger than any type and the bottom type smaller than any type in
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